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How Secure is Code Generated by ChatGPT?
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Abstraci—In recent years, large language models have been
responsible for great advances in the field of artificial intelligence
(AD. ChatGPT in particular, an AL chatbot developed and
recently released by OpenAl, has taken the field to the next level.
The conversational model is able not only to process human-like
text, but also to translate natural language into code. However,
the safety of programs generated by ChatGPT should not be
overlooked. In this paper, we perform an experiment to address
ecifically, we ask ChatC to generate a number
of program and evaluate the securi the resulting source
t(n‘]e We further investigate whether ChatGPT can be prodded
by appropriate prompts, and discuss the
al aspects of using Al to generate code. Results suggest that
ChatGPT is aware of potential vulnerabilities, but nonetheless
often generates source code that are not robust to certain attacks.
Index Terms—Large language models, ChatGPT, code security,
automatic code generation

I. INTRODUCTION

For years, large language models (LLM) have been demon-
strating impressive performance on a number of natural lan-
guage processing (NLP) tasks, such sentiment analysis,
natural language understanding (NLU), machine translation
(MT) to name a few. This has been possible specially by means
of increasing the model size, the training data and the model
complexity [T]. In 2020, for instance, OpenAl announced GPT-
3 [2]. a new LLM with 175B parameters, 100 times larger than
GPT-2 [3). Two years later, ChatGPT [4], an artificial intel-
ligence (AI) chatbot capable of understanding and generating
human-like text, was released. The conversational Al model,
empowered in its core by an LLM based on the Transformer
architecture, has received great attention from both industry
and given ils potential to be applied in different
downstream tasks (e.g., medical reports [5], code generation
[B], educational tool [7], ete).

Therefore, this paper is an attempt to answer the question
of how secure is the source code generated by ChatGPT.
Moreover, we investigate and propose follow-up questions
that can guide ChatGPT to assess and regenerate more secure
source code.

In this paper, we perform an experiment to evaluate the
security of code generated by ChatGPT, fine-tuned from a
model in the GPT-3.5 series. Spe ly, we asked Chat-
GPT to generate 21 programs, in 5 different programming
languages: C, C++, Python, html and Java. We then evaluated
the generated program and questioned ChatGPT about any vul-
nerability present in the code. The results were worrisome. We
found that, in several cases, the code generated by ChatGPT
fell well below y standards applicable in most
contexts. In fact, when prodded to whether or not the produced
code was secure, ChatGTP was able to recognize that it was
not. The chatbot, however, was able to provide a more secure
version of the code in many cases if explicitly asked to do so.

The remainder of this paper is ¢ d as follows. Section
M describes our methodalogy as well as provides an overview
of the dataset. Section [[Tl] details the security flaws we found in
each program. In Section [IE] we discuss our results, as well
as the ethical consideration of using Al models to g
code. Section [VT] surveys related works. Section [V] discusses
threats to the validity of our results. Concluding remarks are

given in Section [VII
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II. STupyYy SETUP
A. Methodology
In this study, we asked ChatGPT to generate 21 programs,
using a variety of programming languages. The programs
generated serve a diversity of purpose, and each program
was chosen to highlight risks of a specific vulnerability (eg.
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LR(1) DSLLL(]) 82.00
DSLLL(Z) 81.74
LL(2) DSLLR(I) 81.14
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101*n? < 3600, o0 e

what is the greatest n2 = 3600.0 2 = 3600.0

pos_euble value_of n? t0=n2/n0 t0 =/ n2 n0

n0 B 101.0n1=2.0 t1 = math.sqrt(max(0, t0)) t1 = <call> <attr> math.sqgrt(<call> max(0, t0)) Language Mean(%)
n2 =3600.0 answer = math.floor(t1) answer = <call> <attr> math.floor(t1)

a. Quegtion b. Answer in DSLLR{]] c. Answer in DSLLL([) DSLLL( l) 82'00
T R DSL1 12 81.74
import ma import ma
<exp> n0 = 101.0 n0 = 101.0 ; nO DSLLR(I) 81.14
<exp>n1=2.0 n1=2.0;n1 DSLNCEG 80.41
<exp> n2 = 3600.0 n2 = 3600.0 ; n2
<exp> t0 = <exp>/n2 n0 t0=n2/n0;t0

<exp> t1 = <exp> <call> <exp> <attr> math.sqgrt(<exp> <call> max(0, t0))
<exp> answer = <exp> <call> <exp> <attr> math.floor(t1)

d. Answer in DSLLL(2]

t1 = math.sqgrt(max(0, t0)) ; t1
answer = math.floor(t1) ; ans

e. Answer in DSLgg
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I Transformer SCINIDIHHESE
— RBHEHTransformerE B TIE
— YFTransformeriEHCBISEFN _EF R TreeGen

| Model StrAcc Acc+ BLEU

5 LPN (Ling et al. 2016) 6.1 - 67.1
& | SEQ2TREE (Dong and Lapata 2016) 1.5 - 53.4
YN17 (Yin and Neubig 2017) 162 ~18.2 75.8
ASN (Rabinovich, Stern, and Klein 2017) 18.2 - 77.6
ReCode (Hayati et al. 2018) 19.6 - 78.4

| TreeGen-A 258 258 79.3

= ||JASN+SUPATT (Rabinovich, Stern, and Klein 2017) 22.7 - 79.2
2 | SZMTY (Sun et al. 2019) 773 303 79.6
£ |[1reeGen-B 318 333|808
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Table 2: Comparison without Perfect Fault Localization

A

- RIS BURE

Project | jGenProg ‘ HDRepair | Nopol | CapGen | SketchFix | FixMiner | SimFix | TBar | DLFix ‘ PraPR | AVATAR ‘ Recoder

Chart 0/7 0/2 1/6 4/4 6/8 5/8 4/8 9/14 | 5/12 | 4/14 5/12 8/14
Closure 0/0 0/7 0/0 0/0 3/5 5/5 6/8 8/12 | 6/10 | 12/62 8/12 17/31
Lang 0/0 2/6 3/7 5/5 3/4 2/3 9/13 | 5/14 | 5/12 | 3/19 5/11 9/15
Math 5/18 4/7 1/21 12/16 7/8 12/14 14/26 | 18/36 | 12/28 | 6/40 6/13 15/30
Time 0/2 0/1 0/1 0/0 0/1 1/1 1/1 1/3 1/2 0/7 1/3 2/2
Mockito 0/0 0/0 0/0 0/0 0/0 0/0 0/0 1/2 1/1 1/6 2/2 2/2
Total | 527 | e/23 | 535 | 2125 | 19/26 | 25531 | 34/56 | 42/81 | 30/65 | 26/148 | 27/53 ||53/94 ]
P(%) | 185 | 261 | 143 | 840 | 731 | 806 | 607 | 519 | 462 | 176 | 509 56.4

In the cells, x/y:x denotes the number of correct patches, and y denotes the number of patches that can pass all the test cases.

MM RI2E NF %
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<more> ::= <final> |
=final> ::= <initial>
<letter=:=a|b| c|
=digit=:=0|1]|2|

<identifier= ::= <mitial> | <initial> <more>
<initial> ::= <letter=| | $

<more > <fmnal> . .
| <digit> JavaXliE
2| A|B| ... |2

314156]7|8]9 Python3Z%

stringliteral
stringprefix

shortstring
longstring

longstringitem

longstringchar

shortstringitem ::=
shortstringchar ::=

stringescapeseq ::

::= [stringprefix](shortstring | longstring)

<= llr\ll | Ilull | ||R|| | ||U|| | ll_Fll | IIFII

| "'Fr‘" | llFr‘ll | II_FRII | ||FR|| | "I"'F" | "PF" | ||R_F|| | ||RF||
::= "'" shortstringitem* "'" | '"' shortstringitem* '"'
<= mrran 1ongstringitem* nrrn | INTRINTI longStr‘ingitem* INTRINTI

shortstringchar | stringescapeseq

::= longstringchar | stringescapeseq

<any source character except "\" or newline or the quote>
::= <any source character except "\">

= "\" <any source character>
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' GrammarT5 [ICSE24]

Natural-Language-Based Code Generation

Models Concode Conala Django MBPP ‘ MathQA
Metric BLEU EM C-BLEU | BLEU EM |BLEU EM | pass@80 | pass@80
TreeGen + Grape(35M) 2645 17.60  30.05 | 20.16 2380 | 7586 7730 | 200 | 2658
GPT-C(110M) 30.85  19.85  33.10 | 3032 480 | 7256 6891 | 10.40 58.94
CodeGPT-adapted(110M) 3594 2015 3727 | 31.04 460 | 7124 7213 | 1260 55.90
CoTexT(220M) 1919 1972 3813 | 3145 620 | 7591 7843 | 14.00 58.18
PLBART(220M) 36.69 1875 3852 | 3244 510 | 7281 7912 | 12.00 57.25
CodeT5-small(60M) 3813 2155 4139 | 3123 6.00 | 7691 8177 | 19.20 61.58
CodeT5-base(220M) 4073 2230 432 | 3891 840 | 8140 84.04 | 24.00 71.52
CodeT5-large(770M) 42.66  22.65 4508 | 39.96 740 | 8211 8316 | 3240 83.14
Unixcoder(110M) 38.73  22.65  40.86 | 36.09 1020 | 7842 7535 | 22.40 70.16
GrammarT5-small(60M) ~ 38.68 21.25 4162 | 39.18 800 | 81.20 8277 | 26.00 84.91
GrammarT5-base(220M) ~ 4230 24.75 4538 | 4142 1040 | 82.20 84.27 | 33.20 87.46

S FEAY Il 25 E= £ CodeT5-base _E #3413
BRHE K1 CodeT5-large

X3k
ol

\
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GrammarCoder [ACL25-Finding]

A

Model HumanEval(+) MBPP(+)
Original

DeepSeek-Coder-1.3B-Base 34.8 (28.7) 56.7 (47.9)
Qwen2.5-1.5B-Base 37.2 (32.9) 60.2 (49.6)
Normal Token-Based CPT

DeepSeek-Coder-1.3B-Base (CPT) 43.9 (39.6) 61.4(51.3)
Qwen2.5-1.5B-Base (CPT) 50.6 (42.7) 60.3 (51.1)
Grammar-Based CPT

GrammarCoder-1.3B-Base 63.4 (57.3) 68.3 (56.9)
GrammarCoder-1.5B-Base 63.4 (59.1) 64.8 (55.3)

RFE1EHEL

HF£EHumanEva | FAMBPP_E %1 SR & 1 1. xBfEHY

EFDeepSeek—Coder #1Qwen2. 5, FHOpenCoderJl|Z:E

< /8
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GrammarCoder [ACL25-Finding]

Model HumanEval HumanEval+ MBPP MBPP+
DeepSeek-Coder-1.3B-Instruct (Guo et al., 2024) 65.9 60.4 64.3 54.8
Qwen2.5-1.5B-Instruct (Team, 2024) 61.6 49 4 63.2 535.6
OpenCoder-1.5B-Instruct (Huang et al., 2024) 72.5 67.7 72.7 61.9
Yi-Coder-1.5B-Chat (Al et al., 2025) 67.7 63.4 68.0 59.0
Phi-3-Mini-4K-3.8B-Instruct (Abdin et al., 2024) 64.6 59.1 65.9 54.2
CodeGemma-7B-Instruct (Team et al., 2024) 60.4 51.8 70.4 56.9
GrammarCoder-1.3B-Instruct 70.7 64.0 71.2 58.7
GrammarCoder-1.5B-Instruct 73.2 68.3 73.3 61.1
AN T
MR FS{EHED
—r - -
B g 7EHumanEva | FIMBPP_E3 SR sx £ AY1. xBIRH!
N\ VA BRY
EH T DeepSeek—Coder #1Qwen2. 5, FHOpenCoderi)l|ZEE M1
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Term yping
x:Cel
(T-VAR)
I'x:C
[-tp:C jelds(Cy) =C F
ot Co fields(Cq) (T-F1ELD)
I+ tu.f,‘ . C|i
I'eto: G
mitype(m, Cq) = D—C
I'T:C C<:D (T-IvE)
-INVK
I'=tp.m(T) : C
fields(C) =D F
-t:C ©C<:D TNEW)
— -NEW
I'-newC(t) : C
[ty :D D<:C
(T-UCAST)
I+ {C:}t{] : C

'ty : D C=<:D C=D

(T-DCAST)
' (C)ty : C
F'=ty:D C4£D D<£ C
stupid warning
(T-SCAST)
' (QOty: C
Method typing
f!E,th'iS:C—t[] : Eo En <: Cy

CT(C) = class Cextends D {...}
override(m, D, C—Cgy)

Com (CX) {return tp;} 0KinC

Class typing C 0K
K=C@dg,CH
{super(g@); this.F=F;}
fieldsiD) =D§ MOK inC

class C extends D {C f; KM} OK

Figure 19-4: Featherweight Java (typing)
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x:terl Lx:ty-p:t Frpr:t1 =t Trpa:th

F'rx:t (TVAR) rl—(ﬂx:ﬁ.p):fl—)tz (TABS) F'Eprp2:to (TAPP)
x : bool € {empty, x : bool}
(T-VAR)
empty, x : bool F x : bool
(T-ABs) (...)
empty F Ax : bool. x : bool — bool empty F true : bool

(T-Arp)

empty F (Ax : bool. x) true : bool

T-APPE M FEF 454 Hp, v,
T-ABST;S(pda(Ax: t1.p3)
T-VARE)ZPg HBEANTE

38



W 3| S ST AT 5%
Fr4mhg AR BRI ra e R I %)

;

H H . . — :
x:terl (T—VAR) I''x: g Fp:t2 (T—ABS) T Fp1:h tp T Fp2:t (T—APP)
F'rx:t rl—(;{x:ﬁ.p):tl—:rtz F'Eprp2:to
x : bool € {empty, x : bool}
(T-VAR)
empty, x : bool F x : bool
(T-ABs) ()
empty F Ax : bool. x : bool — bool empty F true : bool

(T-Arp)

empty F (Ax : bool. x) true : bool

T-APP, T-ABS, T-VAR, ......
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x:terl Lx:ty-p:t

ka1:t1—>t2 kag:tl

F'rx:t (TVAR) rl—(ﬂx:fl.p):tl—:rtz (TABS) F'Eprp2:to (TAPP)
x : bool € {empty, x : bool}
(T-VAR)
empty, X : bool F x : bool
(T-ABs) (..)
empty F Ax : bool. x : bool — bool empty F true : bool

(T-App)

empty + (Ax : bool. x) true : bool

25 AL T AFN TUERRTp, welltyped(p)
A AWEIZENY S, IERAEIE—ES BTy

SRR L, TRRFABM, FraCHCHMIERAT sk
RRAEIBIE

40



51 FF 3 KBHN-HUR

E T Code TSl AR AN 3= 7R
MR T Z I R IR R B AN 2 SRR

g

e 1

Table 3. Model Comparison: Vanilla CodeT5, Rejection Sampling, and TAcs

Language Model pass@1 (%) pass@10 (%)’
CodeT5-220M 24.14 32.76

SuFu CodeT5-220M + Rejection Sampling 31.03 32.76
Tacs-220M 37.93 53.45
CodeT5-220M 10.45 20.90

Java CodeT5-220M + Rejection Sampling 10.45 20.90
Tacs-220M 11.94 28.36

T Higher is better; bold indicates best value per column for each language.

41



Wy 51525 52 m N -HR
NATREIZE, ikTare /A5 (B8E3S10/) , KINEE

HYE = 12TH26. 5%

Project | Bugs | CapGen | SimFix | TBar | DLFix | Hanabi | Recoder | Recoder-F | Recoder-T | Tare
Chart 26 4/4 4/8 9/14 5/12 3/5 8/14 9/15 8/16 11/16
Closure 133 0/0 6/8 8/12 6/10 -/- 13/33 14/36 15/31 15/29
Lang 64 5/5 9/13 5/14 5/12 4/4 9/15 9/15 11/23 13/22
Math 106 12/16 14/26 18/36 12/28 19/22 15/30 16/31 16/40 19/42
Time 26 0/0 1/1 1/3 1/2 2/2 2/2 2/2 2/4 2/4
Mockito 38 0/0 0/0 172 1/1 -/- 2/2 2/2 2/2 2/2
Total | 393 | 21/25 | 34/56 | 42/81 | 30/65 | 28/33 | 49/96 | 52/101 | 54/116 | 62/115

E2024EIEPRMEE L E LK BlavatA B E
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